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(57) ABSTRACT

Embodiments of the present invention are directed to provide
a method and system for applying automatic power conser-
vation techniques in a computing system. Embodiments are
described herein that automatically limits the frame rate of an
application executing in a discrete graphics processing unit
operating off battery or other such exhaustible power source.
By automatically limiting the frame rate in certain detected
circumstances, the rate of power consumption, and thus, the
life of the current charge stored in a battery may be dramati-
cally extended. Another embodiment is also provided which
allows for the more effective application of automatic power
conservation techniques during detected periods of inactivity
by applying a low power state immediately after a last packet
of'a frame is rendered and displayed.
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1

METHOD AND SYSTEM FOR ARTIFICIALLY
AND DYNAMICALLY LIMITING THE
FRAMERATE OF A GRAPHICS PROCESSING
UNIT

BACKGROUND

A graphics processing unit or “GPU” is a device used to
perform graphics rendering operations in modern computing
systems such as desktops, notebooks, and video game con-
soles, etc. Traditionally, graphics processing units are typi-
cally supplied as either of two general classes of processing
units: integrated units or discrete video cards.

Integrated graphics processing units are graphics proces-
sors that utilize a portion of a computer’s system memory
rather than having its own dedicated memory. Due to this
arrangement, integrated GPUs are typically localized in close
proximity to, if not disposed directly upon, some portion of
the main circuit board (e.g., a motherboard) of the computing
system. Integrated GPUs are, in general, cheaper to imple-
ment than discrete GPUs, but are typically lower in capability
and operate at reduced performance levels relative to discrete
GPUs.

Discrete or “dedicated” GPUs are distinguishable from
integrated GPUs by having local memory dedicated for use
by the GPU which they do not share with the underlying
computer system. Commonly, discrete GPUs are imple-
mented on discrete circuit boards called “video cards” which
include, among other components, a GPU, the local memory,
communication buses and various output terminals. These
video cards typically interface with the main circuit board of
a computing system through a standardized expansion slot
such as PCI Express (PCle) or Accelerated Graphics Port
(AGP), upon which the video card may be mounted. In gen-
eral, discrete GPUs are capable of significantly higher per-
formance levels relative to integrated GPUs. However, dis-
crete GPUs also typically require their own separate power
inputs, and require higher capacity power supply units to
function properly. Consequently, discrete GPUs also have
higher rates of power consumption relative to integrated
graphics solutions. In software that have higher graphical
needs (e.g., advanced gaming applications), the relative
power consumption is also naturally higher relative to less
graphics intensive application.

Some modern main circuit boards often include an inte-
grated graphics processing unit as well as one or more addi-
tional expansion slots available to add a dedicated graphics
unit. Each GPU can and typically does have its own output
terminals with one or more ports corresponding to one or
more audio/visual standards (e.g., VGA, HDMI, DV], etc.),
though typically only one of the GPUs will be running in the
computing system at any one time. Alternatively, other mod-
ern computing systems can include a main circuit board
capable of simultaneously utilizing two identical dedicated
graphics units to generate output for one or more displays.

Some notebook and laptop computers have been manufac-
tured to include two or more graphics processors. Notebook
and laptop computers with more than one graphics processing
units are almost invariably solutions featuring an integrated
GPU and a discrete GPU. Unlike configurations common to
desktop computers however, due to size and weight con-
straints, the discrete graphics processors in mobile computing
systems may be non-standardized, and specific to the laptop
or notebook’s particular make or model. Furthermore, unlike
desktop computers featuring multiple graphics processors,
typical mobile computing systems with an integrated GPU
and a discrete GPU will share the same output terminals. For
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example, a common configuration is to have the integrated
GPU directly coupled to the display device and the discrete
GPU coupled to the integrated GPU (but not the display
device). When the discrete GPU is used, data is transferred
first to the integrated GPU through system memory and even-
tually to the display device through the integrated GPU.

According to conventional configurations, each of the
graphics processing units may have specific (and possibly
disparate) performance capabilities. These capabilities may
be expressed as a plurality of characteristics that shape and
configure the graphical output of the GPU as itis displayed by
the display device. In a typical embodiment, these character-
istics may include, but are not limited to, the resolution,
refresh rate, brightness, and color depth of the output as
displayed along with any power conservation features that are
available. Generally, these characteristics are conveyed to the
operating system executing on the computing system, where-
upon they may be visible and configurable by a user of the
computing system. Typically, a system with both a discrete
and integrated GPUs will have only one of the graphics pro-
cessing units (or class of units) alternatively selected by the
user (or application) to provide exclusive graphics rendering
and output for the system.

Unfortunately, typical graphics processing units are ill-
equipped or unable to adjust to fluctuating power demands.
As a result, the rates of power consumption may not be easily
manipulated to suit a user’s preferences. Even when avail-
able, typical power consumption management must be gen-
erally performed manually, and, even when automated, only
limited features are typically available to be managed (e.g.,
the brightness ofa display device, system sleep intervals, etc.)
This problem is of particular concern in situations where a
user is operating a graphics intensive application from an
relatively inexhaustible power source (such as a wall outlet
operating on alternating current) which becomes unavailable,
due to an energy blackout, or travel, etc. In such circum-
stances, the user must terminate the application or operate off
the exhaustible DC power source, which may face significant
risks (such as loss of progress or unsaved data) if the power
source is depleted or fails unexpectedly.

SUMMARY

Embodiments of the present invention are directed to pro-
vide a method and system for applying automatic power
conservation techniques in a computing system. Embodi-
ments are described herein that automatically limits the frame
rate of an application executing in a discrete graphics pro-
cessing unit operating off battery or other such exhaustible
power source. By automatically limiting the frame rate in
certain detected circumstances, the rate of power consump-
tion, and thus, the life of the current charge stored in a battery
may be dramatically extended. Another embodiment is also
provided which allows for the more effective application of
automatic power conservation techniques during detected
periods of inactivity by applying a low power state immedi-
ately after a last packet of a frame is rendered and displayed.

One novel embodiment monitors the power source, oper-
ating graphics processing unit, and frame rate of a current
executing environment. When the state of the power source is
determined to have changed (e.g., from an AC power source
to a DC power source), the frame rate may be automatically
and artificially limited below a pre-determined threshold if
the current operating graphics processing unit is also deter-
mined to be the discrete graphics processing unit. According
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to some embodiments, the desired frame rate may be adjusted
by the user according to preference, such as a user-accessible
registry key.

Another embodiment monitors the sequence of data pack-
ets arriving in a frame buffer of an operating graphics pro-
cessing unit. When the last data packet of a current frame is
rendered and produced, the graphics processing unit will
automatically and immediately enter a low power state until
the first packet of the next frame is received.

Each of the above described novel methods and system
feature the ability to provide lowered rates of power con-
sumption in situations where a power source may be limited.
In short, a system’s battery performance is more effectively
and automatically extended based on prevailing circum-
stances.

BRIEF DESCRIPTION OF THE DRAWINGS

The accompanying drawings, which are incorporated in
and form a part of this specification, illustrate embodiments
of the invention and, together with the description, serve to
explain the principles of the invention:

FIG. 1 depicts a flowchart of an exemplary method for
automatically limiting the frame rate of an application execut-
ing under specifically determined conditions, in accordance
with embodiments of the present invention.

FIG. 2 depicts a flowchart of an exemplary method to
immediately apply automatic power-conservation techniques
between frames, in accordance with embodiments of the
present invention.

FIG. 3A depicts an exemplary graph of GPU activity over
time for an exemplary sequence of rendered frames, in accor-
dance with embodiments of the present invention.

FIG. 3B depicts a graph of power consumption over time
according to conventional power management techniques.

FIG. 3C depicts a graph of power consumption over time,
in accordance with embodiments of the present invention.

FIG. 4 depicts an exemplary computing environment, in
accordance with embodiments of the present invention.

DETAILED DESCRIPTION

Reference will now be made in detail to several embodi-
ments. While the subject matter will be described in conjunc-
tion with the alternative embodiments, it will be understood
that they are not intended to limit the claimed subject matter
to these embodiments. On the contrary, the claimed subject
matter is intended to cover alternative, modifications, and
equivalents, which may be included within the spirit and
scope of the claimed subject matter as defined by the
appended claims.

Furthermore, in the following detailed description, numer-
ous specific details are set forth in order to provide a thorough
understanding of the claimed subject matter. However, it will
be recognized by one skilled in the art that embodiments may
be practiced without these specific details or with equivalents
thereof. In other instances, well-known processes, proce-
dures, components, and circuits have not been described in
detail as not to unnecessarily obscure aspects and features of
the subject matter.

Portions of the detailed description that follow are pre-
sented and discussed in terms of a process. Although steps
and sequencing thereof are disclosed in figures herein (e.g.,
FIGS. 1 and 2) describing the operations of this process, such
steps and sequencing are exemplary. Embodiments are well
suited to performing various other steps or variations of the
steps recited in the flowchart of the figure herein, that not all
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of'the steps depicted may be performed, or that the steps may
be performed in a sequence other than that depicted and
described herein.

Some portions of the detailed description are presented in
terms of procedures, steps, logic blocks, processing, and
other symbolic representations of operations on data bits that
can be performed on computer memory. These descriptions
and representations are the means used by those skilled in the
data processing arts to most effectively convey the substance
of their work to others skilled in the art. A procedure, com-
puter-executed step, logic block, process, etc., is here, and
generally, conceived to be a self-consistent sequence of steps
or instructions leading to a desired result. The steps are those
requiring physical manipulations of physical quantities. Usu-
ally, though not necessarily, these quantities take the form of
electrical or magnetic signals capable of being stored, trans-
ferred, combined, compared, and otherwise manipulated in a
computer system. It has proven convenient at times, princi-
pally for reasons of common usage, to refer to these signals as
bits, values, elements, symbols, characters, terms, numbers,
or the like.

It should be borne in mind, however, that all of these and
similar terms are to be associated with the appropriate physi-
cal quantities and are merely convenient labels applied to
these quantities. Unless specifically stated otherwise as
apparent from the following discussions, it is appreciated that
throughout, discussions utilizing terms such as “accessing,”

“writing,” “including,” “storing,” “transmitting,” “travers-

ing,” “associating,” “identifying” or the like, refer to the
action and processes of a computer system, or similar elec-
tronic computing device, that manipulates and transforms
data represented as physical (electronic) quantities within the
computer system’s registers and memories into other data
similarly represented as physical quantities within the com-
puter system memories or registers or other such information
storage, transmission or display devices.

Automatically Limiting Frame Rate

According to embodiments of the claimed subject matter, a
method is provided for extending battery life in a computing
system including multiple graphics processing units. In typi-
cal embodiments, a user of the computing system may thus
elect one ofthe graphics processing units to render the graphi-
cal output, corresponding to data produced by the computing
system, which is then presented in a display device. In a
typical embodiment, each of the graphics processing units
interacts with the computing system through a driver running
on and/or in conjunction with an operating system executing
on the computing system and each graphics driver has a
specific, corresponding driver which communicates with the
GPU through a bus in the computing system.

In one embodiment, in a notebook computing system hav-
ing both an integrated GPU as well as a discrete GPU that
share the same output terminals, a user is able to select a
particular GPU to use, e.g., to perform a certain task or under
specific circumstances. For example, when executing rela-
tively light graphics intensive applications, such as typical
word processing software, the user may prefer lower power
consumption and an extended battery life, and may opt to use
the more energy efficient graphics processing units (e.g., the
integrated GPU). Conversely, at some other time the user may
preferto achieve higher graphics performance (e.g., 3-D gam-
ing applications), and may switch to the graphics processing
unit (e.g., the discrete GPU) capable of higher performance.

In general, a user’s graphical experience is improved when
the graphics processing unit is able to render and produce
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images at higher frequency rates. The rate of the produced and
displayed images (or “frames”) is often referred to as the
“frame rate,” and can vary wildly between system to system,
application to application, and even sequence to sequence
within a single application as graphics requirements fluctu-
ate. A higher frame rate is generally preferred and it is typical
for the operating graphics processing unit to produce and
display at the highest frame rate of which the GPU is capable.
Naturally, producing at higher frame rates adds to the rate of
power consumption during the system’s operation. When the
computer system or device is powered by a (generally) inex-
haustible power source, such as a wall outlet, the rate of power
consumption may not be an issue (energy costs notwithstand-
ing). These power sources typically comprise a power source
of alternating current (AC). However, for easily exhaustible
power sources and sources with a depleting charge, such as
batteries, the high rates of power consumption due to higher
frame rates may become an issue. Batteries and like tempo-
rary charged power sources typically operate off direct cur-
rent (DC).

Aspresented in FIG. 1, a flowchart of an exemplary method
100 for automatically limiting the frame rate of an application
executing under specifically determined conditions is
depicted, in accordance with embodiments of the present
invention. Steps 101-125 describe exemplary steps compris-
ing the method 100 in accordance with the various embodi-
ments herein described.

During a typical graphics rendering process, data in the
form of rendering instructions is provided to a graphics pro-
cessing unit from an application executing in the operating
system via a central processing unit or similar central micro-
processor. According to some embodiments, these instruc-
tions may be communicated across various software compo-
nent layers. These rendering instructions may, for example,
be provided as byte code that defines the specific operations
requested of the graphics processing unit. According to some
aspects, the rendering instructions are stored in buffers (e.g.,
command buffers) by the driver of the graphics processing
unit that is to perform the operations specified in the instruc-
tions. Once a command buffer is full, additional command
buffers may be dynamically created by the driver of the GPU
for additional storage. In typical embodiments, the instruc-
tions for a single frame may be collected and rendered
together. In further embodiments, the instructions may be
stored until all of the instructions comprising a single frame is
collected or the command buffer is full, whereupon a com-
mand or request (by the application, for example) to “present”
the rendered output for the frame is communicated to GPU.
This present request is received by the driver of the GPU,
which then communicates or “commits” the instructions in
the command buffer(s) to the GPU for rendering. Once the
instructions are received by the GPU from its command
buffer and rendering is performed, the frame may be trans-
mitted to the display device for display. In typical embodi-
ments, the instructions are retrieved from the command
buffer(s) and rendered by the GPU as quickly as possible.
According to some configurations, the discrete GPU may not
be coupled to the display device. Instead, an integrated GPU
may be coupled to, and act as an intermediary between, both
the discrete GPU and the display device. According to these
embodiments, the discrete GPU may copy the rendered image
data into system memory, which is then transferred to the
integrated GPU before being passed through to the display
device.

At step 101 of the method 100, a timestamp corresponding
to a current frame is generated by a graphics processing unit
for the current frame. In one embodiment, the timestamp is
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generated once a present call for the frame is received by the
driver of the GPU, typically when all of the rendering instruc-
tions for the frame have been received in the command buffer.
In some embodiments, the present request may occur even
when a command buffer is not full. According to one aspect,
the power source currently providing power to the system is
periodically polled (e.g., at preset intervals) to determine the
power state (e.g., off, operating, low power mode) and the
type or class corresponding to the source of the power. In
some embodiments, the power source may be polled accord-
ing to the pre-set intervals and the data reflecting the currently
operating power source may be delivered along with a present
call. In alternate embodiments, the power state is a power
state event periodically distributed at regular, pre-determined
intervals by the operating system to system components.
According to such embodiments, polling the power source
may not be required, and steps 101 through 105 may be
omitted in an alternate embodiment of process 100.

At step 103, the timestamp generated in step 101 is com-
pared to a pre-stored timestamp generated of a previous frame
which corresponds to the most recent power source query. In
one embodiment, the difference between the timestamp of the
current frame generated at step 101 and the timestamp corre-
sponding to the most recent power source query reflects the
time elapsed between the respective time stamps. At step 105,
the time elapsed between the timestamp generated for the
current frame and the timestamp generated corresponding to
the last power source query is compared to a pre-determined
threshold (e.g., ten seconds, etc.) If the time elapsed is greater
than the pre-determined threshold, the process 100 continues
on to step 107. Otherwise, the process 100 proceeds directly
to step 123.

If sufficient time has elapsed since the most recent power
source query is determined at step 105 (e.g., the difference
between the timestamp of the current frame and the times-
tamp corresponding to the most recent power source query is
greater than the pre-determined threshold), the current power
source of the system is queried at step 107. Querying the
current power source of the system may comprise, for
example, determining the type of power source currently
being used by the computer system to supply power (e.g., an
AC power source or a DC power source). The current power
source determined at step 107 is compared to the recorded
power source at the time of the most recent power source
query to detect a change of power source at step 109. Thus, for
example. a change from an AC power source to a DC power
source (and vice versa) may be detected at step 109. More
specifically, a change in power source between a relatively
unlimited power source and a readily exhaustible (or other-
wise limited) power source may be detected at step 109. If a
change in power source is detected at step 109, the process
continues to step 111. Otherwise, the process proceeds
directly to step 123.

At step 111, whether the current source of power used by
the computer system is a local battery (or other source with
limited charge) is determined. Accordingly, if the current
power source of the computer system is a local battery is
determined at step 111, the process continues to step 113,
wherein a power conservation technique by limiting the
frame rate of the graphics processing unit will be employed
(e.g., steps 117-121). Alternatively, if the power source of the
computer system is determined not to be a local battery (and
thus, nigh inexhaustible), power conservation may not be a
concern, wherein the frame continues to be rendered without
further modification (e.g., steps 123 and 125 are performed).

If a change of power source was detected at step 109 of
FIG. 1 and the current power source was determined to be a
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local battery at step 111, the current operating graphics pro-
cessing unit is determined at step 113. Ifthe current operating
graphics processing unit is determined to be an integrated
graphics unit, such as when currently executing applications
are of low graphics intensity or activity, the process proceeds
directly to step 123. Alternatively, if the currently operating
graphics processing unit is determined to be the discrete
graphics unit, such as is the case when higher graphics per-
formance and/or greater graphics rendering capability is
required or preferred, the process continues to step 117.

Atstep 117, the current frame rate produced by the discrete
graphics processing unit (as determined to be the current
operating GPU in step 115) is determined. In one embodi-
ment, determining the current frame rate may comprise, for
example, summing the number of most recent frames over a
unit of time. Summing the number of frames over a unit of
time (e.g., a second) may comprise for example, evaluating
the timestamps of the most recent presented frames and deter-
mining the number of frames presented for a unit of time. As
in the above example, the frames per second may be derived
from summing the number of frames presented with times-
tamps corresponding to, and within, the last second of time.

At step 119, the frame rate determined at step 117 is com-
pared to a second threshold reflecting the desired frame rate to
provide power-conservation. In one embodiment, the second
threshold may comprise a stored user-configured value, such
as a registry key. At step 121, the frame rate of the discrete
GPU currently operating on battery power (as determined in
steps 111 and 115) is limited to the second threshold value (or
below). In one embodiment, limiting the frame rate may
comprise stalling the command thread of the dGPU. Stalling
the command thread of the dGPU, meanwhile, may be per-
formed by artificially inhibiting (e.g., delaying) the transfer
rate of byte code comprising the plurality of rendering
instructions or commands of a frame to the command buffer
of'the GPU to a frequency at or below the second threshold. In
other embodiments, the frame rate may be limited by delay-
ing the present command from being communicated to the
GPU in the driver of the GPU to a frequency at or below the
second threshold. Since, according to typical embodiments,
the GPU will retrieve the instructions and perform rendering
as quickly as it is capable of, delaying the delivery of the
rendering commands and/or the present call to a frequency at
or below the second threshold will artificially limit the frame
rate of the output of the dGPU to a rate that does not exceed
the user-configurable, second threshold.

In still further embodiments, a reduction in power con-
sumption rates may be extended even further by putting the
entire graphics rendering process into a sleep state at step 121,
thereby inducing multiple system components of the comput-
ing system into operating at a reduced power state while the
process itself is in a sleep state. The aggregate effect of the
plurality of system components operating in a reduced power
state can reduce the overall system power consumption sig-
nificantly, and beyond that of merely limiting the power con-
sumption rate of the GPU.

According to one embodiment if the above conditions are
met, that is, if a change in power source from an alternating
current power source to a direct current power source is
detected, and the currently operating graphics processing unit
is determined to be the discrete GPU, the frame rate is auto-
matically limited without input from the user of the comput-
ing system.

At step 123, the conditions for artificially limiting the
frame rate according to steps 107-115 have not been deter-
mined. As such, the normal operation of producing and dis-

10

20

40

45

8

playing graphical output is maintained absent further modi-
fication, and the next frame in the sequence of frames may be
received at step 125.

According to some embodiments, certain computing sys-
tems may provide a feature referred to as “vertical synchro-
nization” or “v-sync,” wherein the generated frame rate of a
GPU conforms to the refresh rate of the display device. For
example, a display device such as a monitor may have a
refresh rate (configurable by the user in some instances) of 60
hertz a second. In such configurations, the frame rate of any
output produced by the operating GPU may be limited to 60
frames per second. Accordingly, the process 100 described
above may not be compatible with computer systems in
which the v-sync feature is being used.

Automatically Applying Power-Conservation
Techniques Between Frames

Certain conventional implementations of computing
devices offer power conservation features that reduce the
consumption of power by reducing the power state or “mode”
of the computing device after periods of inactivity. One or
more modes may be available with increasingly reduced lev-
els of power consumption. Common modes are referred to
(separately) as “sleep” and “hibernate.” Reduced power states
for computing systems are achieved by disabling certain
operations or features (e.g., wireless networking, display
brightness). Recently, implementations of graphics process-
ing units capable of achieving a power state with reduced
power consumption have been made available. According to
a typical implementation, the graphics processing unit will
reduce its power state after a detected period of inactivity. For
example, once the graphics processing unit has received a
present request for a frame and completed rendering and
delivery of the frame, the GPU will enter a low activity level
(sometimes referred to as “ELPG mode”) with a correspond-
ingly lower rate of power consumption after a period of unin-
terrupted inactivity is detected. Typically, normal activity
level is returned once data corresponding to the next frame is
received in the command buffer of the GPU and/or once the
instructions stored in the command buffer are communicated
to the graphics processing unit by the driver of the GPU.

As presented in FIG. 2, flowchart of an exemplary method
200 to immediately apply automatic power-conservation
techniques between frames is depicted, in accordance with
embodiments of the present invention. Accordingly, the dura-
tion wherein the GPU is persisting in a lower power state is
extended relative to conventional techniques, thereby provid-
ing power-conservation with greater efficacy. Steps 201-211
describe exemplary steps comprising the method 200 in
accordance with the various embodiments herein described.

At step 201, a data packet of a plurality of packets corre-
sponding to instructions for performing graphics operations
is received in a command buffer corresponding to a discrete
GPU. In one embodiment, the command buffer may be cre-
ated by the driver of the GPU in, for example, graphics
memory coupled to the GPU. At step 203, the relative position
of'the packet received in step 201 in the plurality of packets is
determined. In one embodiment, the packet position deter-
mined at step 203 is compared to a packet delivery schedule
for the frame to determine if the packet is the final packet
corresponding to instructions for rendering the frame at step
205. In alternate embodiments, the last packet of every frame
may be pre-identified. For example, the last packet of the
frame may include a flagged bit or tag which identifies the
packet as the last packet of instructions for a frame. Deter-
mining whether a packet is the last packet may therefore
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consist of detecting the presence of the flag/identifier. If the
packet is determined in step 205 to be the last (or a flagged)
packet of the frame, the process 200 continues to step 207.
Otherwise, if the packet is determined in step 205 not to be the
final or flagged packet of the frame, the process 200 is
repeated for the next received packet, beginning at step 201.

If, however, the packet received at step 201 is determined in
steps 203-205 to be the last (or flagged) packet or other data
unit comprising the plurality of graphics processing instruc-
tions for rendering a frame, the current power source of the
computing system is queried at step 207. Querying the current
power source of the computing system may be performed
according to step 107 described above with respect to FIG. 1.
At step 209, whether the power source is a battery or power
source with an exhaustible or limited charge (e.g., a DC
power source) is determined. If the power source is deter-
mined at step 209 to be of limited charge, the process 200
continues to step 211. Otherwise, if an AC power source is
detected, the process 200 is repeated for the next received
packet, beginning at step 201. In some embodiments, steps
207 and 209 may be performed periodically and outside of the
performance of process 200 (e.g., the current power source is
known during the performance of process 200.

At step 211, the GPU achieves a reduced power state
immediately once the packet received in step 201 is deter-
mined to be the last packet or a flagged packet of the current
frame in steps 203-205 if the currently operating graphics
processing unit is determined to be the discrete GPU (which
may be already known or determined in steps 207-209).
Unlike conventional power-saving techniques that will
achieve reduced power states after periods of inactivity
exceeding a threshold, embodiments of the presently claimed
subject matter will achieve the reduced power state immedi-
ately, thereby extending the duration wherein the GPU is
operating in a reduced power state and achieving a more
effective reduction in power consumption. In one embodi-
ment, a pre-determined packet delivery schedule is refer-
enced to determine the duration of time between an estimated
presentation of the last packet of a current frame and the
arrival of the first packet of the immediately subsequent
frame. In further embodiments, the driver will delay the deliv-
ery of graphics processing instructions for the next frame so
as to artificially reduce the frame rate of the graphical output
as well as increasing the time between frames, thereby induc-
ing even greater durations of the reduced power state. Accord-
ing to such embodiments, the reduced power state persists for
this entire duration of time.

Exemplary Representations Of Usage And Power
Consumption

With reference now to FIG. 3A, an exemplary graph of
GPU activity over time for an exemplary sequence of ren-
dered frames is depicted, in accordance with embodiments of
the present invention. As displayed in FIG. 3A, the activity
experienced and/or performed in a graphics processing unit
corresponds to the rendering of frames of graphical output. As
presented, the periods of time corresponding to the rendering
performed for frames (e.g., Framel, Frame2) coincide with
increased activity experienced by the GPU (e.g., activity lev-
els 301a, 3034, 3054). When the GPU is not actively perform-
ing graphics processing operations, (e.g., pixel rendering), its
activity is naturally reduced as a result. Thus, delaying the
scheduling of instructions or commands to the GPU may
achieve significant reduction in power consumption.

FIG. 3B depicts a graph of power consumption over time
according to conventional power management techniques.
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When the GPU is not actively performing graphics process-
ing operations, (e.g., pixel rendering), the power consump-
tion of the GPU is likewise reduced in concert with the peri-
ods of inactivity as the transistors comprising the GPU are not
all in operation. As presented, the rates of power consumption
corresponding to the rendering performed for frames (e.g.,
Framel, Frame2) coincide with increased activity experi-
enced by the GPU (e.g., activity levels 3015, 3035, 3055).
Under conventional power-management techniques, once a
frame has finished rendering, the GPU may maintain its nor-
mal power state until activity increases or until the period of
inactivity (e.g., periods 3095, 3115) match or exceed a thresh-
old, after which the GPU achieves a reduced power state (e.g.,
reduced power states 3135, 3155).

FIG. 3C depicts a graph of power consumption over time,
in accordance with embodiments of the present invention. As
presented, the rates of power consumption corresponding to
the rendering performed for frames (e.g., Framel, Frame2)
coincide with increased activity experienced by the GPU
(e.g., activity levels 3015, 3035, 3055). However, unlike con-
ventional power-management techniques, the last packet of a
frame is monitored, and once rendering for the last packet of
a frame is completed, the power state of the GPU is reduced
immediately (e.g., reduced power states 309¢, 311c¢), without
waiting to exceed a period of inactivity. (e.g., reduced power
states 3135, 3155). Accordingly, additional power consump-
tion may be thus achieved.

Exemplary Computing Device

As presented in FIG. 4, an exemplary system upon which
embodiments of the present invention may be implemented
includes a general purpose computing system environment,
such as computing system 400. In its most basic configura-
tion, computing system 400 typically includes at least one
processing unit 401 and memory, and an address/data bus 409
(or other interface) for communicating information. Depend-
ing on the exact configuration and type of computing system
environment, memory may be volatile (such as RAM 402),
non-volatile (such as ROM 403, flash memory, etc.) or some
combination of the two.

Computer system 400 may also comprise an optional
graphics subsystem 405 for presenting information to the
computer user, e.g., by displaying information on an attached
display device 410, connected by a video cable 411. Accord-
ing to embodiments of the present claimed invention, the
graphics subsystem 405 may include an integrated graphics
processing unit (e.g., iGPU 415) coupled directly to the dis-
play device 410 through the video cable 411 and also coupled
to a discrete graphics processing unit (e.g., dGPU 417).
According to some embodiments, rendered image data may
be communicated directly between the graphics processing
units (e.g., iGPU 415 and dGPU 417) via a communication
bus 409 (e.g., a PCl-e interface). Alternatively, information
may be copied directly into system memory (RAM 402) to
and from the graphics processing units (e.g., iGPU 415 and
dGPU 417) also through the communication bus 409. In
alternate embodiments, display device 410 may be integrated
into the computing system (e.g., a laptop or netbook display
panel) and will not require a video cable 411. In one embodi-
ment, the processes 100 and 200 may be performed, in whole
or in part, by graphics subsystem 405 in conjunction with the
processor 401 and memory 402, with any resulting output
displayed in attached display device 410.

Additionally, computing system 400 may also have addi-
tional features/functionality. For example, computing system
400 may also include additional storage (removable and/or
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non-removable) including, but not limited to, magnetic or
optical disks or tape. Such additional storage is illustrated in
FIG. 4 by data storage device 404. Computer storage media
includes volatile and nonvolatile, removable and non-remov-
able media implemented in any method or technology for
storage of information such as computer readable instruc-
tions, data structures, program modules or other data. RAM
402, ROM 403, and data storage device 404 are all examples
of computer storage media.

Computer system 400 also comprises an optional alphanu-
meric input device 406, an optional cursor control or directing
device 407, and one or more signal communication interfaces
(input/output devices, e.g., a network interface card) 408.
Optional alphanumeric input device 406 can communicate
information and command selections to central processor
401. Optional cursor control or directing device 407 is
coupled to bus 409 for communicating user input information
and command selections to central processor 401. Signal
communication interface (input/output device) 408, also
coupled to bus 409, can be a serial port. Communication
interface 409 may also include wireless communication
mechanisms. Using communication interface 409, computer
system 400 can be communicatively coupled to other com-
puter systems over a communication network such as the
Internet or an intranet (e.g., a local area network), or can
receive data (e.g., a digital television signal).

Although the subject matter has been described in lan-
guage specific to structural features and/or processological
acts, it is to be understood that the subject matter defined in
the appended claims is not necessarily limited to the specific
features or acts described above. Rather, the specific features
and acts described above are disclosed as example forms of
implementing the claims.

What is claimed is:
1. A method for limiting the frame rate of a graphics pro-
cessing unit, the method comprising:

in a computer system comprising an integrated graphics
processing unit (GPU) and a discrete GPU,

generating a timestamp in response to a rendering being
completed for a current frame of a plurality of frames;

comparing the timestamp for the current rendered frame to
a timestamp of a previous frame in the plurality of
frames corresponding to a most recent power source
query to determine if a duration of elapsed time between
the respective timestamps exceeds a timing threshold
value;

querying a current power source of the computer system to
determine if the current power source has changed since
the most recent power source query when the timestamp
of the previous frame exceeds the timing threshold
value;

in the event the current power source has changed since the
most recent power source query, determining ifthe com-
puter system is being powered by a first power source of
a plurality of power sources;

in the event the power source comprises the first power
source of the plurality of power sources, determining if
the discrete GPU is currently in operation; and

automatically limiting a frame rate of the discrete GPU if
the frame rate is above a frame rate threshold value in
response to a determination that the discrete GPU is
currently in operation.

2. The method of claim 1, wherein the frame rate threshold

value is user programmable.
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3. The method of claim 1, wherein the limiting the frame
rate comprises:

determining a current frame rate; and

stalling a command thread of the GPU if the current frame
rate is greater than the frame rate threshold.

4. The method of claim 3, wherein the determining a cur-
rent frame rate comprises calculating the current frame rate
from a plurality of collected timestamps corresponding to
recent frames of the application.

5. The method of claim 3 wherein the stalling the command
thread of the GPU comprises:

inhibiting the transfer of byte code comprising the plurality
of commands in a command buffer to the GPU to a
frequency that results to a frame rate below the second
threshold.

6. The method of claim 3 further comprising putting a
graphics rendering process supplying data to be rendered by
the integrated GPU or the discrete GPU into a sleep state.

7. The method of claim 1, wherein the first power source
comprises a direct current (DC) power source.

8. The method of claim 1, wherein the first power source
does not comprise an alternating current (AC) power source.

9. The method of claim 1, wherein a vertical synchroniza-
tion feature is not in operation for the computer system.

10. The method of claim 1, wherein the determining if the
discrete GPU is currently in operation comprises maintaining
a framerate in the integrated GPU if the discrete GPU is
determined not to be currently in operation.

11. The method of claim 1, wherein the querying a current
power source of the computer system to determine if the
current power source has changed since a most recent power
source query comprises polling the current power source at
regular intervals.

12. A system for limiting the frame rate of a graphics
processing unit to reduce power consumption comprising:

a plurality of graphics processing units comprising a first

graphics processing unit and a second graphics process-
ing unit, for rendering graphical output comprising a
plurality of frames and a timestamp generated for each
of the plurality of frames;

a display device for displaying graphical output received
from a currently operating graphics processing unit of
the plurality of graphics processing units;

a central processing unit for distributing a plurality of
packets comprising a plurality of rendering instructions
to the currently operating graphics processing unit;

a plurality of frame buffers respectively comprised in, and
corresponding to, the plurality of graphics processing
units for storing a plurality of graphics rendering
instructions; and

a plurality of power sources for providing an operating
power source to the system, the plurality of power
sources comprising a first power source and a second
power source;

wherein the plurality of power sources is queried to deter-
mine the operating power source when a timestamp
between successive frames of the plurality of frames is
greater than a timing threshold by comparing the times-
tamp of a current frame of the plurality of frames to a
timestamp of a previous frame of the plurality of frames
corresponding to a most recent power source query to
determine if a duration of elapsed time between the
respective timestamps exceeds a timing threshold value,

further wherein, in response to detecting a change in the
operating power source from the first power source to
the second power source, the currently operating graph-
ics processing unit is determined, and a frame rate of the



comprises a direct current power source.

seconds graphics processing unit is limited by delaying a
distribution of the plurality of graphics rendering packets
from the central processing unit to the second graphics pro-
cessing unit to achieve a frame rate produced by the second
graphics processing unit below the threshold value.
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second graphics processing unit is artificially limited to
a threshold value if the second graphics processing unit
is determined to be the currently operating graphics
processing unit.
13. The system of claim 12, wherein the first graphics 3

processing unit is an integrated graphics processing unit.

14. The system of claim 12, wherein the second graphics

processing unit is a discrete graphics processing unit.

15. The system of claim 12, wherein the first power source 0

16. The system of claim 12, wherein the second power

source comprises an alternating current power source.

17. The system of claim 12, wherein the frame rate of the

15

18. A method for reducing the rate of power consumption ,,

of a graphics processing unit, the method comprising:

in a computer system comprising an integrated graphics
processing unit (GPU) and a discrete GPU, determining
which of the integrated GPU and the discrete GPU is
currently in operation,
in the event a discrete GPU is determined to be currently in
operation:
receiving a packet of a plurality of packets correspond-
ing to a first frame of a second plurality of frames in a
discrete GPU, the packet comprising a plurality of 5,
rendering instructions;
determining if the packet is a flagged packet;
in the event the packet is the flagged packet, determining
a type of power source currently supplying power to
the computer system; and

25
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in response to determining the type of power source
currently supplying power to the computer system
comprises a battery-operated power source, immedi-
ately achieving a low power state in the discrete GPU
upon the GPU completes rendering data contained in
the flagged packet,

wherein the flagged packet comprises a packet flagged as a

last packet in a plurality of packets corresponding to a
frame of graphical output,

further wherein, the determining which of the integrated

GPU and the discrete GPU is currently in operation
comprises generating a timestamp in response to a ren-
dering being completed for a current frame of a first
plurality of frames and comparing the timestamp of the
current frame to a timestamp of a previous frame corre-
sponding to a most recent power source query to deter-
mine if a duration of elapsed time between the respective
timestamps exceeds a timing threshold value.

19. The method of claim 18, wherein the determining if the
packet is a flagged packet in the plurality of packets com-
prises detecting a presence of a flagged packet.

20. The method of claim 18, wherein the immediately
achieving a low power state comprises:

determining an expected duration of time until a packet of

the plurality of packets corresponding to a second frame
is received according to a schedule;

operating the discrete GPU in the low power state for the

expected duration of time.

21. The method of claim 18, wherein a packet of the plu-
rality of packets is received in a frame buffer of the discrete
GPU.

22. The method of claim 21, wherein the first frame com-
prises graphical output for an application executing on the
computer system in full-screen display mode.

#* #* #* #* #*



